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| am Ayon Roy
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The Big Bang Moment of Generative Al

ChatGPT Sprints to
One Million Users

Time it took for selected online services
to reach one million users

s o
Nect 1o | 3 5 years 30 /0
Kickstarter' 2o | 2.5 years

pirbri 200 | 2.5 years
rwitcer -co: | 2 years

of outbound messages from business will
be written by Al by 2025 (Gartner)

Foursquare EHN I 13 monts Generative Al market size by
Facebool SR NN 10 morths n the end of the decade
Dropbox 2008 - 7 months
: 0 0.0
Spotify 200z [ 5 months O~ O
= O A
Instagram™* 2010 [} 2.5 months D D D D
ChatGPT 2022 |5 days

* one million backers ** one million nights booked *** one million downloads
Source: Company announcements via Business Insider/Linkedin

statista %
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Q Aaron Levie & . 4
(7) @levie - Follow

ChatGPT is one of those rare moments in technology
where you see a glimmer of how everything is going to be
different going forward.

3:09 AM - Dec 4, 2022 ®

@ 97K @ Reply I, Share

FU RT u N E RANKINGS v  MAGAZINEv  NEWSLETTERS PODCASTS MOREv SEARCH SIGN IN Subscribe Now

TECH - BILL GATES

Bill Gates says ChatGPT will ‘change our world’ but it
doesn’t mean your job is at risk

BY TRISTAN BOVE
February 11, 2023 at 4:19 AM GMT+5:30
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62% of consumers would prefer to
use a customer service bot rather
than waiting for a human agent to
answer their queries.

Source : https://www.tidio.com/blog/chatbot-statistics
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A few popular Generative Al tools

ChatGPT by Open Al Bard by Google BLOOM by BigScience Galactica Al by META

——

BLi'M GALACTICA

@troaucing The werdes Largerst Open

* Moou®

DALL-E2 by OpenAl Stable Diffusion by Stability Al MidJourney v4 by MidJourney

DALLE 2

Imagen

Vall-Eby Microsoft for speech PointEby OpenAl for 3D objects Imagen Video by Google Chinchilla by Deep Mind for

text
T —— Ry |

dd—~F:
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Introduction to Generative Al

e Generative Al is a subset of artificial intelligence (Al) that involves creating models
capable of generating new data or content.

e This is different from discriminative Al models that are trained to classify or predict
existing data.

e Generative Al models can create new images, music, text, or other types of content that
resemble or expand on the data they were trained on.
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Some popular generative Al models include Variational Autoencoders (VAES),
Generative Adversarial Networks (GANSs), and autoregressive models.

The use of generative Al is growing rapidly across a variety of industries, including art,
music, fashion, gaming, and healthcare.

Generative Al has the potential to revolutionize the way we create and consume
content, and can enable new forms of human-machine interaction.
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How Generative Al is different from

Traditional Al ?

Traditional Al
Rules-based system
Pre-defined set of rules and algorithms

Limited ability to adapt to new situations or contexts
Primarily used for specific, well-defined tasks
Requires human intervention and supervision

Focuses on accuracy and efficiency

Examples: Expert systems, rule-based chatbots

Generative Al
Machine learning-based system
Learns from data and can generate new outputs

Can adapt to new situations and generate
contextually relevant outputs

Can be used for a wide range of tasks, including
creative and open-ended ones

Can operate autonomously, with minimal human
intervention

Focuses on generating plausible and diverse outputs

Examples: GANs, language models (e.g., GPT-3)
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How Generative Al really works ?

e Generative Al involves training models to learn patterns and capture the underlying
structure of a given dataset.

e These trained models are then capable of generating new and original content that is
similar to the training data but not an exact replica.

e Examples: Generative Al can be applied to various domains, such as image synthesis,

text generation, music composition, and more, to create content that is realistic,
diverse, and creative.
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When you hear “Al,” think “statistical pattern-matching”

e Oracle describes Al this way:

Al has become a catchall term for
applications that perform complex tasks TRANNG —
that once required human input, such as /
communicating with customers online or AT
playing chess. Y e |
The term is often used interchangeably
with ... machine learning (ML) and deep The data is “tokenized” (= made

- into “chunks” of words, punctuation
learning. marks, pixels, etc.) during this

process - remember this for later

Text from What is Artificial Intelligence (Al)? Oracle, n.d. Retrieved May 16, 2023 fromr tp www.oracle.com Eli rtificial-int Me nce/what-is-ai/
Image from Pattern Recognition. GeeksforGeeks. Retrieved May 16, 2023 from hiips.//www geeksforgeeks org/ [D-f 1-infroduc
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Now, Al can synthesize part or all of a creative work

e McKinsey defines generative Al as:

... Algorithms (such as ChatGPT) that can
be used to create new content, including
audio, code, images, text, simulations, and
videos.

Recent breakthroughs in the field have the
potential to drastically change the way we
approach content creation.

Text and image from What is generative Al? McKinsey. Retrieved May 16, 2023 from hiips.//www.mckinsey.com

patured-insights/mckinsey-explainers/what-is-generative-ai
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Foundational Basics of Generative Al tools

e Training Data: GenAl tools are trained on a massive corpus of data from various sources,
including books, websites, and online forums. For eg : The training data for ChatGPT
consisted of over 45 terabytes of text, making it one of the largest language models ever
created.

e Transformer Architecture: GenAl tools at the core uses a transformer-based

architecture, which is a type of deep learning model that excels at processing sequential
data, such as natural language.

The transformer architecture allows ChatGPT to learn the statistical patterns and
structures of language and generate contextually relevant responses.

e Feedback Loop: GenAl tools continuously learn and improve their responses based on

feedback from users. The model can learn from corrections, suggestions, and ratings
provided by users to generate more accurate and relevant responses over time.
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Simple probabilities (but trillions of them) are
at the root of all large language models (LLMs)

* What word
comes after

Is it “aardvark”? Or “birthday”?
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The system generates text or images using its previously built model of the
statistical distributions of tokens (= “chunks” of words, punctuation marks,
pixels, etc.) created from its very large training dataset.

To build the i
TRANNG L:l.\> 0 build the system :>
/ Doc

Image

To check the
TESTING |:(> cormectness of the g:}
DATA

system

DATA

Image from Pattern Recognition. GeeksforGeeks. Retrieved May 16, 2023 from
Murray Shanahan. 2022. Talking About Large Language Models. arXiv [cs.CL]. Retrieved from mmm@mm&ﬁl
Bea Stollnitz. How generative language models work. Retrieved May 10, 2023 from htips:/bea stolnitz.com/blog/how-gpt-works/
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It might make mistakes or “hallucinate” based on the limitations of its
process, but the output still might look like what you wanted.

Ted Chiang’s analogy = “unreliable photocopier” or a “blurry JPEG”

TRAINING |:(> To build the system
DATA
To check the
TESTING [:> correctness of the
DATA system
Ted Chiang. 2023. ChatGPT Is a Blurry JPEG of the Web. The New Yorker. Retrieved May 10, 2023 from hitps://wwy eL.Cco
Murray Shanahan. 2022. Talking About Large Language Models. arXiv [cs.CL]. Retrieved from mmm@mwm

Doc

Image

Bea Stolinitz. How generative language models work. Retrieved May 10, 2023 from hitps:/bea stollnitz.com/blog/how-apt-works/
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We can ask it
questions - but a
very specific type
of question known
as prompts,
following this
structure:

“Here’s a fragment of text.

Tell me how this fragment might <continue on in
this language, or suggest a particular image>.

According to your model of the statistics of
<human language, or human-handled images>,
what <words, or pixels> are likely to come next?”

Murray Shanahan. 2022. Talking About Large Language Models. arXiv [cs.CL]. Retrieved from hitp:/arxiv.org/abs/2212.03551
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The prompts are converted into tokens (= “chunks” of words, punctuation marks,
pixels, etc.), then the system analyzes what is likely to come next, based on the
tokens in its own dataset (as many as 32,000 in GPT-4!).

It then generates a tokenized output.

n tokens in

Vector of

probabilities from
own tokens

1 token out

Murray Shanahan. 2022. Talking About Large Language Models. arXiv [cs.CL]. Retrieved from hitp//arxiv.org/abs/2212 03551
Bea Stollnitz. How generative language models work. Retrieved May 10, 2023 from hiips:/bea stollnitz.com/blog/how-gpt-works/
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With each output, it keeps re-analyzing the probabilities to decide next tokens.

She went to the store and shopped

Vector of

n tokens in

probabilities from
own tokens

1 token out

Murray Shanahan. 2022. Talking About Large Language Models. arXiv [cs.CL]. Retrieved from hitp./arxiv.ora/abs/2212.03551
Bea Stolinitz. How generative language models work. Retrieved May 10, 2023 from hitps://bea.stollnitz.com/blog/how-gpt-works/
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Transformers (the “T in “GPT") know how to direct attention to specific parts
of the input to guide their selection of the output - such as verb tenses, objects.

She went to the store and shopped

CChund S =
HEEEENEN

n tokens in

Vector of
probabilities from
own tokens

1 token out

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N. Gomez, Lukasz Kaiser, and lllia Polosukhin. 2017. Attention Is All You Need. arXiv [cs.CL]. Retrieved from hitp.//arxiv.org/abs/1706.03762
Bea Stollnitz. How generative language models work. Retrieved May 10, 2023 from hitps://bea stollnitz.com/bloa/how-gpt-works/
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The system can give you different answers to the same inputs:

She went to the store and bought

Vector of
1R R

own tokens

1 token out

n tokens in

Murray Shanahan. 2022. Talking About Large Language Models. arXiv [cs.CL]. Retrieved from hitp //arxiv.ora/abs/2212 03551
Bea Stollnitz. How generative language models work. Retrieved May 10, 2023 from hitps:/bea stolinitz.com/blog/how-apt-works/
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“Hallucinations” - when the output doesn’t seem to make sense - are why it is
important not to accept everything it outputs at face value. )

She went to the store and ““ danced

'
L

Vector of
1R R J e

own tokens

n tokens in 1 token out

Murray Shanahan. 2022. Talking About Large Language Models. arXiv [cs.CL]. Retrieved from hitp//arxiv.org/abs/2212.03551
Bea Stollnitz. How generative language models work. Retrieved May 10, 2023 from hitps:/bea stollnitz.com/blog/how-apt-works/
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Unsupervised Pre-training

/ \ Correct output (label):
Input (features) a robot must

V

Output (Prediction) I
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Various Generative Al tools

e https://www.artbreeder.com/ : An online platform that allows users to create and
manipulate images using GAN technology. Users can mix and match different styles
and genres to generate unique and surrealistic images. [

e https://www.aiva.ai/ : An Al-powered music composition platform that allows users to
create original music tracks in a variety of styles and genres. AIVA uses deep learning
algorithms to analyze and mimic the musical patterns and structures of different
COMpOSsers.

e https://runwayml.com/ : A cloud-based platform that offers a range of generative Al
tools for various creative applications, including image and video synthesis,
text-to-image conversion, and style transfer.

e https://tryellie.com/: Email Reply Assistant

e https://fireflies.ai/ : Meeting Notes Transcriber & Analyzer
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Impact of
Generative Al

Using generative Al in just a few functions could drive most of the technology’s

impact across potential corporate use cases.

400

Impact, $ billion

100

McKinsey & Company

@ Represent ~75% of total annual impact of generative Al

@ Sales " @
< oftware engineering
© Marketing (for corporate IT)

Software engineering

(for product development) ® °

Customer operations

® Product and R&D'

@ Supply chain

Manufacturing

® Finance @ Risk and compliance

Talent and organization (incl HR)

P ° @ Procurement management
5 Corporate IT' Legal
°
Strategy
@ Pricing ) )
10 20 30 40

Impact as a percentage of functional spend, %
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Generative Al use cases will have different impacts on business functions
across industries.

Generative Al productivity S,
impact by business functions' & ‘?% 2
1 @ %, % % %,
By G A 5"& % A %,
Low impact S High impact @f/;,o %. %, 3 .\ %,
9, 2 % (2
"y Dy o ey S, o T ey,
%, % B O R )
Total, % of
industry Total, 760- 340- 230- 580- 280- 180- 120 40~ 60
revenue $billion 1,200 470 | 420 1,200 | 530 | 260 260 50 | 90
Administrative and 150-¢
professional services 014 bO=250 - - -
Advanced electronics
e was oo [l NI
Advanced manufacturing® 1.4-2.4 170-290 - -- -
Agriculture 0.6-1.0 40-70 -
[ d o
Domain wise I
Chemical 0.8-1.3 80-140 . --
Construction 0.7-1.2 90-150 . -
[ J
Generative Al e e EEE
® Energy 1.0-16 150-240 -.
I m pa Ct Healthcare 18-32 150260 -- .
High tech 4.8-9.3 240-460 ---.
Insurance 18-28 50-70 -- -
Media and entertainment 15-26 60-110 - -
Pharmaceuticals and - 50—
Public and social sector 0.5-0.9 70-110 - -
Real estate 1.0-17 110-180 . . -
Retail* 1.2-19 240-390 -- -
Telecommunications 2.3-37 60-100 - --
Travel, transport, and logistics 1.2-2.0 180-300 - - -
2,600-4,400

Exc

Excluding software engin
‘Includes aerospace, defense, and auto manufacturing
ta
dustry Service (CIS), IHS Markit; Oxford Economics; McKinsey Cnr and Business Functions database; McKinsey Manufacturing
and Supply Chain 360; McKinsey Sales Navigator: Inite, a McKinsey database: McKins s
McKinsey & Company
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What to do now ?

Companies must reinvent work to find a path to
generative Al value. Business leaders must lead the
change, starting now, in job redesign, task redesign
and reskilling people.

Nearly 6 in 10 organisations plan to use ChatGPT for
learning purposes and over half are planning pilot
cases in 2023. Over 4 in 10 want to make a large
investment.

40% of working hours across
industries can be impacted by Large
Language Models (LLMs)

Why is this the case? Language tasks account for
62% of total worked time in the US. Of the overall
share of language tasks, 65% have high potential to
be automated or augmented by LLMs.

katonic.ai

Banking NN I
insurance A 26% 2%
Software & Platforms [ L
Capital Markets N L
energy RN - T -
Communications & Media GGG 20 3%
Retail RN ~ N
Health EEIEEEE am
Aerospace & Defence EN - am
Automotive GG S0%
High Tech ENE - [ so%
Travel AN - T sox
utilities [ERMIE— s2x
Consumer Goods & Services [l 57%
chemicals EXD 56%
0% 10% 20% 30% 40% 50% 60% 70% 80% 90%

Work time distribution by industry and potential Al impact:
Based on their employment levels in the US in 2021

Higher potential  Higher potential Lower potential
for automation for augmentation for augmentation
or automation

Non - language
tasks
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How to use Generative Al models effectively ?

Select a foundation -
Define the task Prepare Data
model

h e
Ehotte Afins uning Configure the model
strategy

Al21labs ANTHROP\C e Classification « Gather, pre- e Fine tune full model Set Up
: dify only last ¢ Model architecture
. 7 Entry Extraction rocess, label £ o
('().hf‘l - GO gle * b ' P , o layers; e Hyperparameters
% nuggingrace (&) OpenAT A * Sp“t. n.ew ata: « Other layers are * Optimizer
0QMeta L * Training set e
... and more. Check model license » Validation set e Or use other strategy
Deploy or use the : .
LR Test the model Iterate and improve Evaluate Fine-tune the model

Use model on held- ” Use the validation Train mode| on your
<«— outtestsetto : J data set to evaluate speuﬂcgasks}:datﬁ l

confirm its the performance of : zggcthsro“g RLe

PEMOITIEREE i g g T the model ¢ Adjust hyperparameters

unseen data until you achieve

Monitor loss/accuracy
satisfactory results.

on validation set.

Visit - https://ayon-roy.netlify.app



Fine Tuning Generative Al models

Dataset Training Foundation model
— 3 Foundation models are
F—— _-_, / \ L .\ trained on massive publicly
. o stk available data sets.
o % 222 "

Enterprise Data Transfer learning Custom Model

® Transfer learning enables
15_5 Q v@ companies to build on top &
i ---> : b (v@\ fine-tune these models for
= T g g @ @ their use case with less
<+ intense requirements.
User Prompt Interface Output
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Options to use Generative Al

Option Explanation Cost
n o Subserilio g tse Embracing off-the-shelf tools I.everaglng LLMs that are Ml
already available.
Consume with Build Guard Rails by adding pre and post-processing $
Guardrails restrictions to off the shelf LLM's
Use database lookups to tailor LLMs to an
Customise Augment organisation’s needs. $$
Using fine-tuning to tailor LLMs to an
Fine Tune organisation’s needs $$%
Train your own Build your own Build and Train your model from scratch with your data $5%%
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Potential Opportunities

» Finance & Legal: Draft and review documents, patents and contracts; find, summarise
and highlight important points in regulatory documents; find and answer specific
queries from large documents; scan through historical data to recommend a course of
action.

» Marketing & Sales: Automate SEO-optimised content generation, enhance ad bids,
hyper-personalise communication and deployment, create product user guides by
persona, analyse & segment customer feedback, hyper-capable chatbots for upsell and
cross-sell .

» Customer service: Natural-sounding, personalised chatbots and virtual assistants can
handle customer inquiries, recommend swift resolution, and guide customers to the
information they need.

» HR & Recruitment: Smart-shortlist of candidates, risk assessment of candidates, self-
service of HR functions via chatbots and automation

» Information technology: Advanced code writing code and documentation, code review

and error detection, and accelerated software development, auto-complete data tables,
generate synthetic data.

Visit - https://ayon-roy.netlify.app



Challenges in Generative Al

e Faces a challenge where the Al model may produce limited and repetitive output, lacking
diversity and creativity.

e The training process of generative models can be sensitive to settings and may require careful
adjustments. It can sometimes be challenging to achieve stable and consistent results.

e GCenerative Al models can unintentionally reflect biases present in the training data,
potentially resulting in biased or unfair output. Addressing these biases and ensuring ethical
use of Al is an important challenge.

e Training and utilizing generative models often require significant computational power and
resources, which can pose challenges for individuals or organizations with limited access to
such resources.

e Understanding how and why generative Al models generate specific content can be difficult.
These models often lack transparency and explanations, making it challenging to trust and
interpret their output.
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Data Security, Privacy & Cost aspect of Generative Al

€he New JJork Times

I
o

INSIDER i et 9
JS MARKETS OPEN 4 Dow Jones -0.55% 4 Nasdaq 18'% 4 SAPS00 -0a% A META -378% W TSLA «18%
Disinformation Researchers Raise

P Alarms About A.I. Chatbots

Amazon warns emnlinvaac nnt tn chara ranfidantial

2 . > 1NN :an, convincing text that
i WALL STREET JOURNAL, =
its answer 'Clo English Edition ¥  Print Editior Video More

iHSide the com Home World US. Politics Economy Business Tech Markets Opinion Books&Arts RealEstate  Life & Work

0 Audio Latest Headlines

TECH

» JPMorgan Restricts Employees From Using ChatGPT

4 Verizon and other organizations have also blocked access to the popular Al chatbot

n Australian Financial Review

ChatGPT is a data privacy nightmare' and we https://www.afr.com » Companies » Professional Services 3
ought to be concerned PwC warns staff against using ChatGPT for client work
ChatGPT's extensive language model is fueled by our personal data. 6 Feb 2023 — The consulting firm is encouraging its staff to experiment with the Al

{S-Je eI MR chatbot but forbids them from using such tools in any work projects.
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Violations of intellectual property
o Check the Terms of Service - will your inputs or prompts be used as training data?
Violations of academic integrity

o Do a spot check of outputs, using a search engine, to see if any are wholly from another work
o Analyze submitted work using Open Al's Al Text Classifier or the multi-service GPTZero

Generative Al tools are great for PRODUCTIVITY - they can be nifty shortcuts
to dispose of low-value tasks and / or to jumpstart creativity

Generative Al tools should always be used - and taught to be used - with a
critical mind, because they are prone to mistakes and “hallucinations”
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Is your job in danger ?



Humans’ #1 skill set will continue to be communication

r Dr. Milan Milanovié @

omilan_milanovit

To replace programmers with Al, clients will

need to accurately describe what they
want.

We're safe.
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Let me answer your Questions now.

Finally, it’s your time to speak.
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Danke Schoen

Questions ? Any Feedbacks ? Did you like the talk?
Tell me about it.

If you think | can help you,
connect with me via

Email : ayon-roy@outlook.com

LinkedIn : https://www.linkedin.com/in/ayon-roy
Website : https://AYON-ROY.NETLIFY.APP/
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